ENS de Lyon — Mathematic department Master 1 — Spring 2025
Stochastic processes V. Issa & E. Jacob

TD2: Poisson Processes

Exercice 1 — Jump times of a Poisson process.
Let A > 0 consider a Poisson process X with intensity A, let (J,), be the jump times of
X. Letn>1and t >0, let Uy,...,U, be independent uniform random variables in [0, t].
Let o be the (random) permutation of {1,...,n} such that,

Usy S Uy < -+ < Uy

(1) Prove that o is well-defined on a set of measure 1.
If the (U;); are pairwise distinct, then o is well-defined. We have,

PEi#5,U;=U;) < Z]P)(Ui =U;) =0.
i#]
So, almost surely the (U;); are pairwise disjoint and o is well-defined on a set of

measure 1.
(2) Show that the random variable (Usy(;))1<i<n has density

dp(Ury .. oyuy) =nl/t"1H{uy < -+ < upt

We have for every bounded measurable f : [0,¢]" — R,

Elf(Ust)s- - Us@)] = > ElLocof Use(ys - - - Uso(m)]
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Where the manipulation in the previous display comes from the fact for every fixed
09 € Sn, (Usy(iy)i and (U;); have the same law.
(3) Show that the density of (J,...,J,) conditionally on {X; = n} is d,, that is for
any non-negative measurable function f : R” — R, , we have

E[f(J1,...,Jn)|Xe =n] = f(s1y ooy 80)dn(S1, ..y 8p)dsy ... dsy.
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A Poisson process almost surely doesn’t blow up, in particular almost surely for
every n > 1, S, = J, — J,_1 is well-defined and finite. Furthermore, the S,,’s are
iid and follow an exponential law of parameter A. For every n > 1 the density
of (Sl, ey S,L+1> is )\n+1 exp (— Z?Ill )\SL) 1W781‘,ZO' Therefore, (J17 ey Jn—H) has
density X" exp (—Ajn41) 1j,<..<j,.y - Thus,
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Furthermore, X, follows a Poisson law of parameter At so P(X; = n) = (’\t)Zfﬂt.
So,
. . n! ‘
E[f<J17 ceey Jn)|Xt = n} = o f(jh R ’jn)ljlﬁ'“ﬁjntindjl c. d]n
0,t]n

(4) Deduce from the previous questions a way to sample the trajectories on [0,t] of

a Poisson process using only uniform random variables and Poisson random vari-
ables.
Sample N a random Poisson random variable of parameter ¢, and (U;);>1 inde-
pendent uniform random variables. Take the N first uniform random variables
Ui,...,Uy and order them as U,(1) < -+ < Uy(ny. One can then define for every
ie{l,...,N—1} and s € [Us4), Usii1)), Xs = and for s € [Uyn),t] Xs = N.
The process (X;)secjo,q has the law of Poisson process of intensity A > 0 on [0, ].

Exercice 2 — M/GIl/x queue.

Let X = (X;):>0 be a Poisson process of intensity A > 0, we denote (.J,), the jump times
of X. Let (Z,), be iid random variables, we denote G the cdf of Z; and 1/u the mean
of Z,. Consider the following model, you operate a restaurant in which the n** customer
arrives at time J, and leaves at time J, + Z,. You want to estimate the number N; of
customers in the shop at time ¢. Note that for every ¢ > 0, we have

Ne=) I <t < Ju+ 2}

(1) Let X a Poisson random variable of parameter o > 0 and (B,), be iid Bernoulli
random variables of parameter p independent from X, show that Y = Zle B, is
a Poisson random variable of parameter ap.
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Let N > 0, conditionally on X = N, Y is binomial of parameter (N,p). So for
every n € {0,..., N},

_aaN N n N—n
P(Y=nX=N)=e¢ ﬁ(n)p (1—p)™ .

Now fix n > 0, summing the above display over N > 0, obtain

P(Y =n)= e_ap%.

Let t > 0, n > 0 and let U denote a uniform random variable in [0,¢], define
p = P(Z; > U). Show that conditionally on X; = n, the random variable N; is
Binomial random variable of parameter (n,p).

Let Uy, ..., U, be independent uniform random variables in [0,¢] and let ¢ be the
permutation of {1,...,n} defined almost surely by U,q) < -+ < Us@y. Con-
ditionally on X; = n, (Ji,...,J,) has the law of (U,n),...,Us@wy). Thus, still
conditionally on X; = n, we have

n

Nt:21{t§Jk+Zk}

k=1

(d)Z1{t<U + 2}
k=1

DN 1t < Ui+ Zu).
k=1

So conditionally on X; = n, N, is a binomial random variable of parameter (n, p)
where p = P(t < Z, +U) =Pt —U < Z;) = P(U < Z;). The last inequality

following from the fact that t — U 2 0.

Let ¢ > 0 and «f(t )‘fo (Z1 > x)dz, show that N(t) is a Poisson random
variable with parameter alt).

According to the previous given k£ > 0 and n > k, we have

BV, = kX, = n) = <0l )L
Summing over n > k, we obtain
P(N, = k) = e MP(\tp)* /K.

This means that N, is a Poisson random variable of parameter Aip, finally p =
P(Z,>U)=1 fo (Z1 > s)ds, thus Atp = «a(t).

Show that as t — 00, IV; converges in law toward a Poisson law of parameter
p=2Ap.



As t — oo, we have a(t) = X [[TP(Zy > s)ds = AES = A/p. It follows that,

o
. N
th_glo P(N, =k)=e¢ R

In France approximately, 1903896 new cars have been bought each year between
1967 and 2023 (source : CCFA, Comité des Constructeurs Frangais d’Automobiles).
Assume that the French people buy cars according to a Poisson Process of parameter
A = 1903896 per year and that there was no car bought before 1967.

(5) Assume that each car owner keeps its car for a duration uniform between 0 and 20
years. What is the expected number of cars in the French fleet in the year 1977 7
what about in the year 1987 7 and Afterward 7
If we keep the notations of the previous section, the expected number of cars in the
fleet in the year 1967 +1¢ is a(t) = A fot P(Z, > s)ds. If Z; follows a uniform random
variable in [0, b] with b = 20, we have for every s < b, P(Z; > s)ds = 1 — s/b and
= 0 otherwise. It follows that « is constant after ¢ = b and for t < b, we have,

t B 2
at) = )\/U 1 bds =\t 2b).

We obtain,
a(10) = 2)\6 ~ 15M
a(20) = \b/2 ~ 20M

(6) Answer the previous question now assuming that each owner keeps its car for an
exponential duration of parameter 1/10.
Similar computations yield,

at) = )\/O/Cxp(Qs/b)ds = );) (1- e_Qt/b) :



